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ABSTRACT

In this paper, we present the results of an exploratory study that examined the problem of automating content analysis of student online discussion transcripts. We looked at the problem of coding discussion transcripts for the levels of cognitive presence, one of the three main constructs in the Community of Inquiry (CoI) model of distance education. Using Coh-Metrix and LIWC features, together with a set of custom features developed to capture discussion context, we developed a random forest classification system that achieved 70.3% classification accuracy and 0.63 Cohen’s kappa, which is significantly higher than values reported in the previous studies. Besides improvement in classification accuracy, the developed system is also less sensitive to overfitting as it uses only 205 classification features, which is around 100 times less features than in similar systems based on bag-of-words features. We also provide an overview of the classification features most indicative of the different phases of cognitive presence that gives an additional insights into the nature of cognitive presence learning cycle. Overall, our results show great potential of the proposed approach, with an added benefit of providing further characterization of the cognitive presence coding scheme.

CCS Concepts

- Information systems → Clustering and classification;
- Applied computing → E-learning; Distance learning;

1. INTRODUCTION

Online discussions are commonly used in modern higher education, both for blended and fully online learning [42]. In distance education, given the absence of face to face interactions, online discussions represent an important component of the whole educational experience. This is especially important for the social-constructivist pedagogies which emphasize the value of social construction of knowledge through interactions and discussions among a group of learners [2]. In this regard, the Community of Inquiry (CoI) model [23, 24] represents perhaps one of the best researched and validated models of online and distance education, focused on explaining important dimensions – also known as presences – that shape students’ online learning experience.

The most commonly used approaches to the analysis of online discussion transcripts are based on the quantitative content analysis (QCA) [12, 54, 51, 16]. According to Krippendorff [37] content analysis is “a research technique for making replicable and valid inferences from texts (or other meaningful matter) to the contexts of their use”[p18]. In the case of the study presented in this paper, contexts is online learning environments. QCA is a well defined research technique commonly used in social science research, and it makes use of specifically designed coding schemes to analyze text artifacts with respect to the defined research goals and objectives. For instance, the CoI model defines a set of coding schemes which are used by the educational researchers to assess the levels of three CoI presences.

In the domain of educational research, QCA of student discussion data have been mainly used for the retrospection and research after the courses are over without an impact on the courses’ learning outcomes [53]. In the field of content analytics [36] – which focuses
on building analytical models based on the learning content including student-produced content such as online discussion messages – there have been some attempts to automate some of those coding schemes. Most notable are the efforts of McKlin [44] and Corich et al. [11] on automation of the CoI coding schemes, which served as a starting point for our research in the area [35, 62]. One of the main challenges for automation of content analysis is the fact that the most important constructs from the educational perspective (e.g., student group learning progress, motivation, engagement, social climate) are latent constructs not explicitly present in the discussion transcripts. This means the assessment of these constructs requires human interpretation and judgment.

This paper presents the results of a study that explored the use of content analytics for automating content analysis of student online discussions based on the CoI coding schemes. We focused on automation of the content analysis of cognitive presence, one of the main constructs in the CoI model. By building upon the existing work in the fields of text mining and text classification and our previous work in this area [35, 62], we developed a random forests classifier which makes use of a novel set of classification features and provides a classification accuracy of 70.3% and Cohen’s κ of 0.63 in our cross validation testing. In this paper, we describe the developed classifier and the adopted classification features. We also report on the findings of the empirical evaluation of the classifier and critically discuss the findings.

2. BACKGROUND WORK

2.1 The Community of Inquiry (CoI) model

The Community of Inquiry (CoI) model is a widely researched model that explains different dimensions of social learning in online learning communities [23, 24]. Central to the model are the three constructs, also known as presences, which together provide a comprehensive understanding of learning processes [23, 24]:

1) Cognitive presence which is the central construct in the CoI model and describes different phases of student knowledge construction within a learning community [24].

2) Social presence captures different social relationships within a learning community that have a significant impact on the success and quality of the learning process [50].

3) Teaching presence explains the role of instructors during the course delivery as well as their role in the course design and preparation [3].

The focus of this study is on the analysis of cognitive presence, which is defined by Garrison et al. [24] as “an extent to which the participants in any particular configuration of a community of inquiry are able to construct meaning through sustained communication.” [p11]. Cognitive presence is grounded in the constructivist views of Dewey [14] and is “the element in this [CoI] model that is most basic to success in higher education” [23, p89]. Cognitive presence is operationalized by the practical inquiry model [24], which defines the following four phases:

1) Triggering event: In this phase, an issue, dilemma or problem is identified. In the case of a formal educational context, these are often explicitly defined by the instructors; however, they can also be initiated by the other discussion participants [24].

2) Exploration: This phase is characterized by the transition between the private world of reflective learning and the shared world of social construction of knowledge [24]. Questioning, brainstorming and information exchange are the main activities which characterize this phase [24].

3) Integration: In this phase, students move between reflection and discourse. The phase is characterized by the synthesis of the ideas generated in the exploration phase. The synthesis ultimately leads to the construction of meaning [24]. From a teaching perspective, this is the most difficult phase to detect from the discussion transcripts, as the integration of ideas is often not clearly identifiable.

4) Resolution: In this phase, students resolve the original problem or dilemma that started the learning cycle. In the formal educational setting, this is typically achieved through a vicarious hypothesis testing or consensus building within a learning community [24].

The CoI model defines its own multi-dimensional content analysis schemes [23, 24] and 34-item likert-scale survey instrument [5] which are used for the assessment of the three presences. The model has gained a considerable attention in the research community resulting in a fairly large number of replication studies and empirical validations (for an overview see [25]) including the studies about the interaction dynamics between the three presences [26]. In general, the model has been shown to be robust, and its coding scheme exhibits sufficient levels of inter-rater reliability for it to be considered a valid construct [25].

While the CoI model has been proven to be a very useful model for assessment of the social distance learning, there are several practical issues that still remain open. First, the use of the CoI coding schemes requires a substantial amount of manual work, which is very time consuming and requires trained coders. For example, to code the dataset used in this study, two experienced coders spent around 130 hours each to manually code 1,747 messages [22]. The coding process started with the calibration of the use of the coding scheme which was then followed by the independent coding, and finally reconciliation of the coding disagreements.

One major consequence of manual coding of messages in the CoI model is that it has been used mostly for research purposes and not for the real-time monitoring of students’ learning progress and guiding instructional interventions. This is not unique to the CoI model and is very common with most of content analysis schemes used in education. The lack of automated content analysis approaches has been identified by Donnelly and Gardner [16] as one of the main reasons why transcript analysis techniques have had almost zero impact on educational practice. The development of the CoI survey instrument [5] is one attempt to eliminate, or at least to lessen the need for the manual content analysis of discussion transcripts. Still, the instrument is based on self-reported survey data, which makes it not so suitable for the real-time monitoring and guidance of student learning.

In order to enable for a broader adoption of the CoI model, the coding process needs to be automated and this is precisely the goal of the current study. While this study focuses on automation of coding online discussion transcripts for the levels of cognitive presence, a more general goal is to automate coding for all three presences, which would enable for a more comprehensive view of social learning phenomena and the development of more sophisticated social learning environments [60]. This in turn could be used by the instructors to inform their interventions leading to better achievement of learning objectives. From the standpoint of self-regulated learning research [7] – a major theory in contemporary education – in order to regulate their own learning effectively, learners need real-time feedback, which is an “inherent catalyst” for all self-regulated activities [7]. By providing learners with timely feedback on their own learning and the learning of their peers, they would be in a position to better regulate their own learning activities.

2.2 Automating Cognitive Presence Analysis

Several studies have investigated automating content analysis using the cognitive presence coding scheme. A study by McKlin [44] describes a system built using feed-forward, back-propagation ar-
tificial neural network that was trained on a single semester worth of discussion messages (N=1,997). The classification features were the counts of words in the one of the 182 different word categories as defined in the General Inquirer category model [52]. McKlin [44] also used a binary indicator whether a message is a reply to another message, as triggering events are more likely to be the discussion starters and thus not replies to other messages. Finally, McKlin [44] defined custom categories of words and phrases, which are thought to be indicative of the different phases of cognitive presence and included count of words in those categories as additional classification features. For example, “indicative words” category contains “compared to”, “I agree”, “that reminds me of”, and “thanks” as it is hypothesized that integration messages would contain larger number of these phrases in order to connect the message with the previously given information. Unfortunately, these additional coding categories are very briefly described and thus is not possible to replicate them and evaluate their usability in future studies. McKlin’s findings show that classification system overgeneralized the exploration phase and under-generalized the integration phase. Furthermore, given the very low frequency of messages in the resolution phase (i.e., < 1% and only 3 messages in total in their data set), the neural network developed by McKlin simply ignored the resolution category and never predicted the resolution phase for any message in the corpus. Overall, they reported Holst’s Coefficient of Reliability [30] of 0.69 and Cohen’s κ of 0.31, which show some potential of the proposed approach with much room for improvement in order to reach reliability levels commonly found among two independent coders – usually Cohen’s κ of at least 0.70 [28].

Following the work of McKlin [44], a study by Corich et al. [11] presented ACAT, a very general classification framework that can support any coding scheme besides cognitive presence which is also based on word count features. In order to use ACAT, users are required to provide a set of labeled training examples, which are used for training of classification models. Furthermore, as ACAT does not specify a particular set of word categories that are used as classification features, users are required to provide definitions (i.e., category name and list of words) that are used as classification features. Interestingly, the use of the ACAT system is also evaluated on the problem of coding cognitive presence of the CoI model. However, instead of classifying each message to one of the four phases of cognitive presence, Corich et al. [11] classified each sentence of each message to four cognitive presence levels. This poses some theoretical challenges as the CoI coding schemes are originally defined to be indicative of the different phases of cognitive presence and included count of words in those categories as additional classification features.

Besides the studies by McKlin [44] and Corich et al. [11], we should also mention our previous work in this domain. A study by Kovanović et al. [35] investigated the use of Support Vector Machines (SVMs) [59] classification for the automation of cognitive presence coding using a bag-of-words approach based on the N-gram and Part-of-Speech (POS) N-gram features. Using a 10-fold cross-validation, a classification accuracy of 0.41 Cohen’s κ was achieved – which is higher than values reported in the previous studies [44, 11].

Several challenges related to the classification of online discussion messages based on cognitive presence were observed in our existing work [35]. First, the distribution of classes in the used dataset (i.e., phases of cognitive presence) was uneven, which is in agreement with the findings commonly reported in the literature [25]. This poses some challenges to the classification accuracy. This was already seen in the McKlin [44] study whose classifier completely ignored the resolution phase (as only three messages were coded as being in resolution phase). Secondly, the use of bag-of-words features (i.e., n-grams, POS n-grams, and back-off n-grams) creates a very large feature space (i.e., more than 20,000 features) relative to the number of classification instances (i.e., 1,747) which poses challenge of over-fitting. Next, the use of bag-of-words features makes the classification system highly domain dependent, as the space of bag-of-words features is defined based on the training set. For instance, a classification system trained on an introductory programming course would likely have a bigram feature java programming which is highly specific to a particular domain and would impede the performance of the classifier in other domains. Finally, given that each message belongs to a discussion and represents a part of the overall conversation, the context of the previous messages in the discussion thread is very important. For example, given the structure and cyclic nature of inquiry process, it is highly unlikely that a discussion would start with a resolution message, or that the first response to a triggering message will be an integration message [22]. These “dependencies” between discussion messages are not taken into the account when each message is classified independently of other messages in the discussion.

In order to address the challenge of isolated classification of discussion messages, Waters et al. [62] developed a structured classification system using conditional random fields (CRFs) [38]. This classifier does a prediction for the whole sequence of messages within a discussion, taking into the account orderings of messages within a discussion thread. Using a 10-fold cross-validation, the developed classifier achieved Cohen’s κ of 0.48 which is significantly higher than 0.41 Cohen’s κ reported by [35], showing a promise of the structured classification approach. However, there are still couple of unresolved issues which warrant further investigation. First of all, although the classification accuracy is improved, it is still far below the Cohen’s κ of 0.7 which is considered a norm for assessing the quality of the coding in the CoI research community [28]. Secondly, CRFs are an example of black-box classification method [27] that are hard to interpret, which limits their potential use for understanding how cognitive presence is captured in the discourse.

3. METHOD

3.1 Data set

The dataset used in this study is the same dataset that was used in studies by Kovanović et al. [35] and Waters et al. [62]. The data comes from a masters level, and research-intensive course in software engineering offered through a fully online instructional condition at a Canadian open public university. The dataset consists of six offerings of the course between 2008 and 2011 with the total of 81 students that produced 1,747 discussion messages (Table 1). On average, each offering of the course had ~ 13-14 students (SD = 5.1) that produced on average ~ 291 messages, albeit with a large variation in the number of messages per course offer (SD = 192.4). The whole dataset was coded by the two expert coders for the four levels of cognitive presence enabling for a supervised learning approach. The inter-rater agreement was excellent (percent agreement = 98.1%, Cohen’s κ = 0.974) with a total of only 33 disagreements.

Table 2 shows the distribution of four phases of cognitive presence. In addition to the four categories of cognitive presence, we included the category “other”, which is used for messages that did not exhibit signs of any phase of cognitive presence. The most frequent
messages were exploration messages (39% of messages), while the least frequent were the resolution messages (6% of messages). This large difference between the frequencies of the four phases was expected. It is consistent with the previous studies of cognitive presence [26], which found that a majority of students were not progressing to the later stages of integration and resolution. While there are various interpretations for this pattern, including the validity of the model, the design and expectations of the courses – i.e., not requiring students to move to those phases – seems to be the most compelling reason, as shown by its growing acceptance in the literature [25]. Psychologically, if students are going through the four phases of the practical inquiry model that underlies the cognitive presence construct, it does seem reasonable that students will spend more time exploring and hypothesizing different solutions, before they could come up with a final resolution [1, 22]. Moreover, as discussions were designed to occur between the third and the fifth week of the course, students did not typically move to the resolution phase this early in the course. Specifically, the discussions were organized to provide the students with opportunities to discuss ideas that would inform the individual research projects that they planned for the later stages of the course.

### 3.2 Feature Extraction

While the majority of the previous work related to text classification is based on lexical N-gram features (e.g., unigrams, bigrams, trigrams) and similar features (e.g., POS bigrams, dependency triplets), we eventually decided not to include N-gram and similar features described in the Kovanović et al. [35] study for several reasons. First of all, the use of those features inflates the feature space, generating thousands of features even for small datasets. This strongly increases the chances for over-fitting the training data. Secondly, the use of those features is also very “dataset dependent”, as data itself defines the classification space. Thus, it is hard to define a fixed set of classification features in advance, as the particular choice of words in the training documents will define what features are used for classification (i.e., what N-gram variables are extracted). Finally and most importantly, given that N-grams and other simple text mining features are not based on any existing theory of human cognition related to the CoI model, it is hard to understand what they might theoretically mean. Given that our goal is also to understand how cognitive presence is captured within discourse, we focused our work on extracting features which are strongly theory-driven and based on empirical studies. In total, we extracted 205 classification features which are described in the remainder of this subsection.

#### 3.2.1 LIWC features

In this study, we used the LIWC (Linguistic Inquiry and Word Count) tool [57], to extract a large number of word counts which are indicative of different psychological processes (e.g., affective, cognitive, social, perceptual). Our previous research [33] showed that different linguistic features operationalized through the LIWC word categories offer distinct proxies of cognitive presence.

In contrast to extracting N-grams, which produce a very large number of independent features, LIWC provides us with exactly 93 different word counts which are all based on extensive empirical research [58, cf.]. LIWC features essentially “merge” related – and domain-independent – N-gram features together to produce more meaningful classification features. We used the 2015 version of the LIWC software package, which also provides four high-level aggregate measures of i) analytical thinking, ii) social status, confidence, and leadership, iii) authenticity, and iv) emotional tone.

#### 3.2.2 Coh-Metrix features

For extraction of features for classification we also used Coh-Metrix [29, 45], a computational linguistics tool that provides 108 different metrics of text coherence (i.e., co-reference, referential, causal, spatial, temporal, and structural cohesion), linguistic complexity, text readability, and lexical category use. Coh-Metrix has been extensively used a large number of studies to measure subtle differences in different forms of text and discourse and is currently used by the Common Core Initiative to analyze learning texts in K-12 education [45].

Coh-Metrix has been previously used in the domain of social learning to measure the student performance [17] and development of social ties [32, 34] based on the language used in the discourse. For example, a study by Dowell et al. [17] showed that characteristics of the discourse – as measured by Coh-Metrix – were able to account for 21% of the variability in the performance of active MOOC students. Students performed significantly better when then engaged in exploratory-style discourse, with the high levels of deep cohesion and the use of simple syntactic structures and abstract language. With the goal of the existing CoI content schemes to prescribe different indicators of important socio-cognitive processes in the discourse, the use of Coh-Metrix provides a valuable set of metrics that can be easily extracted and used for automation of the CoI coding schemes.

#### 3.2.3 Discussion context features

Drawing on the study by Waters et al. [62], we also focused on incorporating more context information in our feature space. Thus, we included all features (except unigrams) which were used in the Waters et al. study. Those included:

- **Number of replies**: An integer variable indicating the number of replies a given message received.
- **Message Depth**: An integer variable showing a position of message within a discussion.
- **Cosine similarity to previous/next message**: The rationale behind these features is to capture how much a message builds on the previously presented information.
- **Start/end indicators**: Simple 0/1 indicator variables showing whether a message is first/last in the discussion.

As the CoI model – from the perspective of educational psychology – is a process model [25], students’ cognitive presence is viewed as being developed over time through discourse and reflection. Therefore, in order to reach higher levels of cognitive presence students

### Table 1: Course offerings statistics

<table>
<thead>
<tr>
<th></th>
<th>Student count</th>
<th>Message count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Winter 2008</td>
<td>15</td>
<td>212</td>
</tr>
<tr>
<td>Fall 2008</td>
<td>22</td>
<td>633</td>
</tr>
<tr>
<td>Summer 2009</td>
<td>10</td>
<td>243</td>
</tr>
<tr>
<td>Fall 2009</td>
<td>7</td>
<td>63</td>
</tr>
<tr>
<td>Winter 2010</td>
<td>14</td>
<td>359</td>
</tr>
<tr>
<td>Winter 2011</td>
<td>13</td>
<td>237</td>
</tr>
<tr>
<td><strong>Average (SD)</strong></td>
<td><strong>13.5 (5.1)</strong></td>
<td><strong>291.2 (192.4)</strong></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>81</strong></td>
<td><strong>1,747</strong></td>
</tr>
</tbody>
</table>

### Table 2: Distribution of cognitive presence phases

<table>
<thead>
<tr>
<th>ID</th>
<th>Phase</th>
<th>Messages</th>
<th>(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Other</td>
<td>140</td>
<td>8.0%</td>
</tr>
<tr>
<td>1</td>
<td>Triggering Event</td>
<td>308</td>
<td>17.6%</td>
</tr>
<tr>
<td>2</td>
<td>Exploration</td>
<td>684</td>
<td>39.2%</td>
</tr>
<tr>
<td>3</td>
<td>Integration</td>
<td>508</td>
<td>29.1%</td>
</tr>
<tr>
<td>4</td>
<td>Resolution</td>
<td>107</td>
<td>6.1%</td>
</tr>
<tr>
<td><strong>Average (SD)</strong></td>
<td><strong>349.4 (245.7)</strong></td>
<td><strong>20.0% (10.0%)</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>1,747</strong></td>
<td><strong>100%</strong></td>
<td></td>
</tr>
</tbody>
</table>
need to either: i) construct knowledge in the shared-world through the exchange of a certain number of discussion messages, or ii) construct knowledge in their own private world of reflective learning. Given the social-constructivist view of learning in the Col model, we can expect that the distribution of messages exhibiting the characteristics of the different phases of cognitive presence will tend to change over time, as the students progress through those phases. Thus, we can expect that triggering and exploration messages will be more frequent in the early stages of the discussions, while integration and resolution messages will be more common in the later stages.

### 3.2.4 LSA similarity

Messages belonging to different phases of cognitive presence are characterized with various socio-cognitive processes [24]. The triggering phase introduces a certain topic in a tentative form, presenting a concept(s) that might not be completely developed, while the exploration phase further elaborates on various approaches to the inquiry initiated in the triggering phase. More precisely, the exploration phase introduces new ideas, divergent from the community, or even several contrasting topics within the same message [49]. On the other hand, the integration phase assumes a continuous process of reflection and integration, which leads to the construction of meaning from the introduced ideas [24]. Finally, the resolution phase presents explicit guidelines for applying knowledge constructed through the inquiry process [24, 49]. Based on these insights, we assumed that information presented in the various stages of the learning process might have an important influence on message comprehension. Still, given the differences among the learners and their learning habits, we did not expect this to be manifested as a general rule, but more as a slight tendency which would be useful in combination with the other classification features.

Following the approach suggested by Foltz et al. [20], we used LSA with the sentence as a unit of analysis to define a single variable \( \text{lsa.similarity} \), which represents the average sentence similarity (i.e., coherence) within a message. As LSA determines the coherence based on the semantic relatedness between terms (i.e., terms that tend to occur in a similar context) [13], we first had to define a semantic space in which the similarity estimates are given. Having in mind that different discussions might relate to the different concepts, we decided to create a separate semantic space for each discussion. We identified the most important concepts from the first message in a discussion with a semantic annotation tool [46].

### 3.2.5 Number of named entities

Based on the work described in [47] and our previous study [35], we hypothesized that messages belonging to the different phases of cognitive presence would contain different count of named entities (e.g., named objects such as people, organizations, and geographical locations). The basis for this is taken from the definition of the cognitive presence construct [24]. Exploration messages are characterized by the brainstorming and exploration of new ideas, and thus, those messages are expected to contain more named entities than integration and resolution messages. Given the subject of the course in which the data for this study were collected, we extracted from each message a number of entities that are related to the computer science category of Wikipedia by using the DBPedia Spotlight annotation tool [46].

### 3.3 Data preprocessing

As the first step in our analysis, we addressed the problem of different number of messages in five classification categories (i.e., four phases of cognitive presence and “other”). The imbalance of different classes can have very negative effects on the results of the classification analyses [56]. Generally speaking, there are two possible ways of addressing this problem [8]: i) cost-sensitive classification, in which different penalties are assigned for misclassification of instances from different categories (higher penalties for smaller classes), and thus forcing the algorithm to put more emphasis on properly recognizing smaller classes; and ii) resampling methods, either by oversampling smaller classes, undersampling large classes, or through a combination of these two approaches.

Given that cost-sensitive classification is used typically for two class problems (“positive” vs. “negative”), where correctly identifying one of the classes is the primary goal of the classifier (e.g., patients with a disease, fraudulent banking transaction), it makes sense to assign different misclassification costs as correctly identifying “negative” class is not important. However, in our case, we are equally interested in all five classes (four cognitive presence categories and the other messages), as they represent different phases in student learning cycles and it is not immediately clear whether misclassification of resolution messages is “worse” than misclassification of triggering event messages. Thus, in our study, we used resampling techniques and in particular a very popular SMOTE algorithm [9], which is a hybrid approach that combines oversampling the minority class with undersampling of the majority class.

One interesting property of SMOTE is that instead of simply resampling minority class instances – which would generate simple copies of the existing data points – it generates new synthetic instances which are “similar” to the existing instances but not exactly the same. For example, in \( n \)-dimensional feature space, for every data point \( X = \{f_1, f_2, ..., f_n\} \) of the class \( C_i \) that is selected for resampling, SMOTE:

1. Find \( K \) (in our case five) nearest neighboring instances from the class \( C_i \). As the distances between original \( C_i \) data points are known in advance, the list of \( K \) nearest neighbors for all instances in \( C_i \) class are calculated and stored in \( N \times K \) matrix (where \( N \) is the number of data points in the \( C_i \) class).
2. Randomly picks one of the identified neighbors (\( Y \)).
3. Generates a new data point \( Z \) as:

\[
Z = X + \text{rand}(0, 1) \ast Y
\]

where \( \text{rand}(0, 1) \) is a function returning a random number between 0 and 1.

Figure 1 shows the results of applying SMOTE to our dataset. As our original dataset consists of 1,747 messages, the class distribution would be uniform if each of the classes contained approximately 350 messages (i.e., 1,747/5 \( \sim \) 350). Thus, we first used SMOTE oversampling procedure explained previously to generate additional 210, 42, and 243 instances of “Other”, “Triggering”, and “Resolution” classes, respectively. This increased the total number of messages in each of these three classes to 350 messages in total. We then undersampled messages in “Exploration” and “Integration” categories to create a smaller groups of also 350 messages. Hence, we removed 334 “Exploration” messages and 158 “Integration” messages, to produce smaller groups of also 350 messages in total. Overall, after applying SMOTE the new dataset consists of 1,750 messages, with each of the five categories of messages represented with exactly 350 messages.
Besides compensating for class imbalance problem, we also removed the two duplicate features that were provided by both LIWC and Coh-Metrix: i) the total number of words in a message, and ii) the average number of words in a sentence. We decided to remove LIWC values and use only the ones provided by Coh-Metrix. The primary reason for using Coh-Metrix features is consistency, as there are some small differences in how those two systems process corner cases (e.g., hyphenated words, interpunction signs) and given that Coh-Metrix provides additional set of metrics (e.g., number of sentences, number of paragraphs) we wanted to use consistent calculations for all of the included metrics.

### 3.4 Model Selection and Evaluation

To build our classifier, we used random forests [6], a state-of-the-art tree-based classification technique. A large comparative analysis of 179 general-purpose (i.e., not domain-specific, offline, and unstructured) classification algorithms on 121 different datasets used in the previously published studies by Fernández-Delgado et al. [18] found that random forests were the top performing classification algorithm, only matched by Gaussian kernel SVMs. Random forests are ensemble tree-based method that combines bagging (bootstrap aggregating) with the idea of random-subspace to create a robust classification system which has low variance without increasing the bias [18]. Random forests work by creating a large number of trees and then the final prediction is decided using the majority voting scheme. Each tree is constructed on a different bootstrap sample (sub-sample of the same size with repetition) and evaluated on datapoints that did not enter the bootstrap sample (in general, around one third of the training dataset size). In addition, each tree does not use the complete feature set, but has a random selection of N attributes (i.e., a subspace) which are then used for growing an individual tree without any pruning. Random forests are widely used technique that can handle large datasets with thousands of features.

It is important to note that random forests can also be used to measure importance of individual classification features. While importance of individual classification features might be calculated in many different ways [41], one popular measure is Mean Decrease Gini (MDG) which is based on the reduction in Gini impurity measure. Generally speaking, Gini impurity index measures how much the data points of a given tree node belong to the same class (i.e., how much they are “clean”). For every internal (split) node we can measure the decrease in Gini impurity, which shows how useful a given tree node is for separating the data (i.e., how much it reduces the impurity of the resulting groups of data). For random forests, MDG measure for a feature $X_j$ is calculated as a mean decrease in Gini impurity of all tree nodes where a given feature $X_j$ is used.

As there are two parameters used for configuration of random forests (i.e., $ntree$ – number of trees constructed, and $mtry$ – the number of randomly selected features), we used a cross-validation to select the optimal random forest parameters. As the performance of random forests typically stabilizes after a certain number of trees are built, we decided to build a large ensemble of 1,000 trees to make sure that convergence is reached. Thus, we focused on selecting optimal number of features used in every three (i.e., $mtry$ parameter). We used a 10-fold cross validation and repeated it 10 times in order to reduce variability and get more accurate estimates of cross validated performance. In each run of the cross validation, we examined 20 different values for the $mtry$ parameter: [2, 12, 23, 34, 44, 55, 66, 76, 87, 98, 108, 119, 130, 140, 151, 162, 172, 183, 194, 205]. The exact set of these values is obtained by using the var_seq function from R’s caret package.

Before training and evaluating our classification models, we split data to 75% for model training and 25% for testing. We used stratified sampling, so that class distribution in both sub-samples is the same. We selected the best $mtry$ value using the 10 repetitions of the 10-fold cross validation and then reported the classification accuracy of the best performing model on the testing data.

### 3.5 Implementation

We implemented our classifier in the R and Java programming languages using several software packages:

- for feature extraction we used Coh-Metrix [45, 29] and LIWC 2015 software packages [58],
- for developing random forest classifier, we used the randomForest R package [40],
- for running repeated cross validation and aggregating model performance, we used the caret R package [31],
- for running the SMOTE algorithm we used the Weka [63] Java package, and
- for calculation of LSA similarity measure, we used the Text Mining Library for LSA (TML)\footnote{tml-java.sourceforge.net}.

The complete dataset for the study and source code of the implementation is publicly available at github.com/kovanovic/la16_classification repository.

### 3.6 Limitations

The major limitations of our approach are related to the size of our data set. Although we have six course offerings, they are all from the same course at a single university, and together with the particular details of adopted pedagogical and instructional approach they might potentially have an effect on the generalizability of our classification model. Thus, in our future work, we plan to test the generalization power of our classifier on a different dataset, which would preferably also account for other important confounding variables recognized in research of the CoI model such as subject domain [4], level of education (i.e., undergraduate vs. graduate) [26], and mode of instruction (blended vs. fully online vs. MOOC) [61].

4. RESULTS
shows the results of our model selection and evaluation procedure. The best classification accuracy of 0.72 ($SD = 0.04$) and 0.65 Cohen’s $\kappa$ ($SD = 0.05$) was obtained with $mtry$ value of 12, which means that each decision tree takes into the account only 12 out of 205 features. The difference between the best- and worst-performing configurations was 0.06 Cohen’s $\kappa$ (Table 3), which suggest that parameter optimization plays an important role in the final classifier performance. Looking at the best performing configuration (Figure 3), we can see that the use of 1,000 trees in an ensemble resulted in reasonably stable error rates, with an average out-of-bag (OOB) error rate of 0.29, (i.e., an average misclassification rate for all data points in cases when they were non used in bootstrap samples). As expected, the highest error rates were associated with the undersampled classes (i.e., exploration and integration) and the smallest with the classes that were most heavily oversampled (i.e., resolution and “other”).

Following the model building, we evaluated its performance on the hold-out 25% of the data. Our random forest classifier obtained 70.3% classification accuracy (95% CI[0.66, 0.75]) and 0.63 Cohen’s $\kappa$ which were significant improvements over 0.41 and 0.48 reported in Kovanovic et al. [35] and Waters et al. [62] studies, respectively. Table 4 shows the confusion matrix obtained on the testing dataset. We can see that the most significant misclassifications are between exploration and integration messages which are hardest to distinguish. This is already witnessed in the [62] where most of the misclassifications were related to exploration and integration messages.

### 4.2 Variable importance analysis

Figure 4 shows the variable importance measures for all the 205 classification features. The median MDG score was 4.43, with the most of the features having smaller MDG scores, and only few features having very high MDG scores. Table5 shows the values of top 20 variables based on their MDG scores and their average values in each class (i.e., cognitive presence phase). We can see that the most important variable was the cm.DESCWC, i.e., the number of words in a message; that is, the longer the message was, the higher the chance of the message was to be in the later phases of the cognitive presence cycle. Also, the number of paragraphs, number of sentences, and average sentence length showed similar trends, with higher values being associated with the later phase of cognitive presence.

The most important Coh-Metrix features were related to lexical diversity of the student vocabulary with the highest lexical diversity being displayed by “other” messages. Standard deviation of the number of syllables – which is an indicator of the use of words of different lengths – had the strongest association with the triggering event phase. In contrast, the givenness (i.e., how much of the information in text is previously given) had the highest association with the resolution phase messages. Finally, the low Flesch-Kincaid Grade level readability score and the low overlap between verbs used had the strongest association with “other” messages (i.e., messages without traces of cognitive presence).

The most important LIWC features were i) the number of question marks used, which was strongly associated with the triggering event phase, ii) the number of first person pronouns, which was highly associated with the other (i.e., non-cognitive presence) messages, and iii) use of money-related words, which is mostly associated with the integration and resolution phases.

Message context features also scored high, with message depth being higher for the later stages of cognitive presence, and highest for “other” messages. A similar trend was observed for similarity with the previous message, which was highest for the integration and resolution messages and lowest for the triggering event messages. In contrast, similarity with the next message and number of replies were highest for triggering events and lowest for the “other” messages. It is interesting to note that both LSA similarity and the number of named entities obtained high MDG scores. The number of named entities was the second most important feature and was highly associated with the later stages of the cognitive presence cycle. A similar trend was also observed for LSA similarity however, its importance was much lower.

### 5. DISCUSSION

Based on the testing results of the developed classifier, we can see that the use of the LIWC and Coh-Metrix features, together with a small number of thread-based context features could be used to provide reasonably high classification performance. The obtained Cohen’s $\kappa$ value of 0.63 falls in the range of “substantial” inter-rater agreement [39], and is just slightly below the 0.70 Cohen’s $\kappa$ which is the CoI research community commonly used as a threshold value for that is required before coding results are considered valid. We can also see that the parameter tuning plays an important role in optimizing the classifier performance, as the different classifier configurations obtained results different up to 0.05 Cohen’s $\kappa$ and 0.04% classification accuracy (Table 3).
Given that the same dataset is used as in the [35] and [62] studies, it is possible to directly compare the results of the classification algorithms. The obtained Cohen's $\kappa$ is 0.15 and 0.22 higher than the ones reported by Waters et al. [62] and Kovanović et al. [35], respectively. Furthermore, the resulting feature space is much smaller, with only 205 classification features in total, which is ~100x smaller than the number of bag-of-words features extracted by Kovanović et al. [35] classifier. This limits the chances of over-fitting the training data and also improves the performance of the classifier. This is particularly important for the prospective use of the classifier in different subject domains, and pedagogical contexts.

Another important finding of this study is the list of important classification features. We see that a small subset of features is highly predictive of the different phases of cognitive presence, while a majority of the features have a much lower predictive power (Figure 4). It is interesting to notice that most of the discussion context features (except the discussion start/end indicators) obtained high importance scores, indicating the value in providing contextual information to the classification algorithm. In our future work, we will focus on investigation of the additional features that would provide even more contextualized information to the classifier.

It is important to notice that the list of the most important variables is aligned with the conceptions of cognitive presence in the existing CoL literature. If we look at the messages in the four phases of cognitive presence, we can see that the higher levels of cognitive presence are associated with messages that are i) generally longer, with more sentences and paragraphs, ii) adopt more complex language with generally longer sentences, iii) include more named entities (e.g., names of different constructs, theories, people, companies, and geographical locations) iv) have lower lexical diversity, v) occur later in the discussion, vi) have higher givenness of the information, higher coherence, and higher verb overlap, vii) use fewer question marks and first-person singular pronouns, viii) exhibit higher similarity with the previous messages, and ix) more frequently use money-related terms. Interestingly, the feature of the highest importance is also the simple word count implying that the longer the message, the more likely it is in the higher levels of cognitive presence cycle. This is also consistent with the findings of a previous study with the same dataset [33]. Joksimović et al. [33] found that word count was the only LIWC 2007 variable that yielded statistically significant differences among all four cognitive presence categories. This is not totally surprising as the similar findings are reported by essay grading studies who found that the strongest predictor of the final essay grade is the length of the essay [48].

Looking at the non-cognitive or “other” messages, we can see that they are characterized by the large lexical diversity. This is expected, as non-cognitive messages tend to be shorter (i.e., fewer words, paragraphs, and sentences) and more informal. Higher levels of lexical diversity are known to be associated with very short tests or tests of low cohesiveness [10]. As “other” messages often are not related to the course topic, they also tend to have a lower number of named entities, and lower givenness and verb overlap. Such messages also tend to adopt a simpler language, as indicated by the lowest scores on the Flesch-Kincaid grade level. “Other” messages also tend to occur more frequently near the end of the discussion, as indicated by their high values for message.depth feature and also more often are related to expression of personal information, as indicated by the highest values for the use of first-person singular pronouns. This is expected as many discussions would typically finish with students thanking each other for their contributions.

6. CONCLUSIONS

This paper has twofold contributions. First, we developed a classifier for coding student discussion transcripts for the levels of cognitive presence with a much higher performance (0.63 Cohen’s $\kappa$) than previously reported ones [35, 62] in the studies with the same dataset. The performance of the developed classifier is in the range which is generally considered to be a substantial level of agreement [39]. We can see that the proposed approach, which is based on the use of Coh-Metrix, LIWC, and discussion context features, shows a great promise for providing a fully automated system for coding cognitive presence. The feature space that is used is also much smaller, which limits the chances for over-fitting the data and makes the developed classifier more generalizable to other contexts.

Secondly, we can see a particular subset of classification features that are very highly predictive of the different phases of cognitive presence. The most predictive feature is simple word count, which implies that the longer the message is, the higher the chances are for the message to display higher levels of cognitive presence. We also identified several additional features which are also highly pre-

<table>
<thead>
<tr>
<th>#</th>
<th>Variable</th>
<th>Description</th>
<th>MDG∗</th>
<th>Other</th>
<th>Triggering</th>
<th>Exploration</th>
<th>Integration</th>
<th>Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>cm.DESWC</td>
<td>Number of words</td>
<td>32.91</td>
<td>55.41 (61.06)</td>
<td>80.91 (41.56)</td>
<td>117.71 (67.23)</td>
<td>183.30 (102.94)</td>
<td>280.68 (189.62)</td>
</tr>
<tr>
<td>2</td>
<td>ner.entity_cnt</td>
<td>Number of named entities</td>
<td>26.41</td>
<td>13.44 (15.36)</td>
<td>21.67 (10.55)</td>
<td>28.84 (16.93)</td>
<td>44.75 (24.85)</td>
<td>64.18 (32.54)</td>
</tr>
<tr>
<td>3</td>
<td>cm.LDTRa</td>
<td>Lexical diversity, all words</td>
<td>21.98</td>
<td>0.85 (0.12)</td>
<td>0.77 (0.09)</td>
<td>0.71 (0.10)</td>
<td>0.65 (0.09)</td>
<td>0.58 (0.09)</td>
</tr>
<tr>
<td>4</td>
<td>message.depth</td>
<td>Position within discussion</td>
<td>19.09</td>
<td>2.39 (1.13)</td>
<td>1.00 (0.90)</td>
<td>1.84 (0.97)</td>
<td>1.87 (0.94)</td>
<td>2.00 (0.68)</td>
</tr>
<tr>
<td>5</td>
<td>cm.LDTrc</td>
<td>Lexical diversity, context words</td>
<td>17.12</td>
<td>0.95 (0.06)</td>
<td>0.90 (0.06)</td>
<td>0.86 (0.08)</td>
<td>0.82 (0.07)</td>
<td>0.78 (0.07)</td>
</tr>
<tr>
<td>6</td>
<td>cm.LSAGN</td>
<td>Avg. givenness of each sentence</td>
<td>16.63</td>
<td>0.10 (0.07)</td>
<td>0.14 (0.06)</td>
<td>0.18 (0.07)</td>
<td>0.21 (0.06)</td>
<td>0.24 (0.06)</td>
</tr>
<tr>
<td>7</td>
<td>liwc.QMark</td>
<td>Number of question marks</td>
<td>16.59</td>
<td>0.27 (0.85)</td>
<td>1.84 (1.63)</td>
<td>0.92 (1.26)</td>
<td>0.58 (0.82)</td>
<td>0.38 (0.55)</td>
</tr>
<tr>
<td>8</td>
<td>message.sim.prev</td>
<td>Similarity with previous message</td>
<td>16.41</td>
<td>0.20 (0.17)</td>
<td>0.06 (0.13)</td>
<td>0.22 (0.21)</td>
<td>0.30 (0.24)</td>
<td>0.39 (0.19)</td>
</tr>
<tr>
<td>9</td>
<td>cm.LDVOCD</td>
<td>Lexical diversity, VOCD</td>
<td>15.43</td>
<td>12.92 (33.93)</td>
<td>28.99 (50.61)</td>
<td>53.57 (54.86)</td>
<td>83.47 (43.00)</td>
<td>97.16 (28.95)</td>
</tr>
<tr>
<td>10</td>
<td>liwc.money</td>
<td>Number of money-related words</td>
<td>14.38</td>
<td>0.21 (0.69)</td>
<td>0.32 (0.74)</td>
<td>0.32 (0.75)</td>
<td>0.65 (1.12)</td>
<td>0.99 (1.04)</td>
</tr>
<tr>
<td>11</td>
<td>cm.DEPSL</td>
<td>Avg. number of paragraphs sent</td>
<td>12.47</td>
<td>4.26 (2.98)</td>
<td>6.37 (2.76)</td>
<td>7.49 (4.11)</td>
<td>10.17 (5.64)</td>
<td>14.05 (8.88)</td>
</tr>
<tr>
<td>12</td>
<td>message.sim.next</td>
<td>Similarity with next message</td>
<td>11.74</td>
<td>0.08 (0.14)</td>
<td>0.34 (0.40)</td>
<td>0.20 (0.22)</td>
<td>0.22 (0.24)</td>
<td>0.22 (0.23)</td>
</tr>
<tr>
<td>13</td>
<td>message.reply.cnt</td>
<td>Number of replies</td>
<td>11.67</td>
<td>0.42 (0.67)</td>
<td>1.44 (1.89)</td>
<td>0.82 (1.70)</td>
<td>1.10 (2.66)</td>
<td>0.84 (1.24)</td>
</tr>
<tr>
<td>14</td>
<td>cm.DESSc</td>
<td>Sentence count</td>
<td>11.67</td>
<td>4.28 (3.17)</td>
<td>6.36 (2.75)</td>
<td>7.49 (4.11)</td>
<td>10.17 (5.64)</td>
<td>14.29 (10.15)</td>
</tr>
<tr>
<td>15</td>
<td>lsa.similarity</td>
<td>Avg. LSA sim. between sentences</td>
<td>9.69</td>
<td>0.29 (0.27)</td>
<td>0.47 (0.23)</td>
<td>0.54 (0.23)</td>
<td>0.62 (0.20)</td>
<td>0.67 (0.17)</td>
</tr>
<tr>
<td>16</td>
<td>cm.DESL</td>
<td>Avg. sentence length</td>
<td>9.60</td>
<td>11.88 (6.82)</td>
<td>13.62 (5.85)</td>
<td>16.69 (6.54)</td>
<td>19.36 (8.39)</td>
<td>21.73 (8.61)</td>
</tr>
<tr>
<td>17</td>
<td>cm.DESLayd</td>
<td>SD of word syllables count</td>
<td>8.92</td>
<td>0.98 (0.69)</td>
<td>1.33 (0.70)</td>
<td>0.98 (0.18)</td>
<td>0.97 (0.14)</td>
<td>0.97 (0.11)</td>
</tr>
<tr>
<td>18</td>
<td>liwc.1</td>
<td>Number of FPS* pronouns</td>
<td>8.84</td>
<td>4.33 (3.53)</td>
<td>2.82 (2.06)</td>
<td>2.37 (1.94)</td>
<td>2.51 (1.65)</td>
<td>2.19 (1.23)</td>
</tr>
<tr>
<td>19</td>
<td>cm.RDFKGL</td>
<td>Flesch-Kincaid Grade Level</td>
<td>8.29</td>
<td>7.68 (4.28)</td>
<td>10.30 (3.50)</td>
<td>10.19 (3.11)</td>
<td>11.13 (3.46)</td>
<td>11.99 (3.37)</td>
</tr>
<tr>
<td>20</td>
<td>cm.SMCUSwv</td>
<td>WordNet overlap between verbs</td>
<td>8.14</td>
<td>0.38 (0.25)</td>
<td>0.48 (0.20)</td>
<td>0.51 (0.13)</td>
<td>0.50 (0.10)</td>
<td>0.47 (0.06)</td>
</tr>
</tbody>
</table>

MDG - Mean decrease Gini impurity index, FPS - first person singular
ductive of the cognitive presence phase, in particular the number of named entities that are used (higher values are associated with integration and resolution phase) and lexical diversity (lower values are associated with “other” and triggering messages). We also see that features that provide information on the discussion context (i.e., similarity the with previous/next message, order in the discussion thread, and number of replies) are highly valuable and provide important information to the classification algorithm.

In our future work, we will focus on exploring additional features for improving the classification performance [43]. The study presented in this paper and our previous work [35] indicate that contextual features have a significant effect on classification accuracy and we will examine additional features of this kind. As our results reveal that the number of named entities has a significant effect on classification accuracy, and we will further explore similar features, such as concept maps [64], which would provide additional information about relationships between important concepts discussed in text-based messages. Finally, we will look at the different data preprocessing steps, including the use of the different algorithms for resolving the class imbalance problem. As we also observed that some of the students used direct quotes of other student messages which can cause problems for many of the text metrics that we used for classification, we will further examine the effects of the quotation on the final classification accuracy.

Finally, following the results presented in [15], we are exploring ideas for the development of a system that would – beside class labels – provide associated probabilities. Such a classifier could be used to develop a semi-automated classification system in which only one part of the data for which probabilities are sufficiently high would be automatically classified, and the rest would be manually classified. This would be advantageous as the combined desired accuracy of automatic-manual coding could be reached by setting a corresponding probability threshold. For achieving high levels of accuracy, a large majority of data would be classified automatically eliminating the large part of the manual work. Besides using it for coding discussion transcripts for research purposes, such system could be use, for example, to provide a real-time overview of the progress for a group of students and to point out the students for which an progress estimates are uncertain.
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